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Majority Leader Schumer, Senators Heinrich, Rounds and Young, thank you for the opportunity to 
present UNITE HERE’s views and experience on AI and technology in the workforce.  

UNITE HERE is the largest hospitality workers union in the United States represen�ng almost 300,000 
hotel housekeepers, cooks, food servers, bartenders and others from Anchorage to Boston and Honolulu 
to Miami. Studies about the poten�al for automa�on by sector have consistently placed hospitality at or 
near the top for poten�al impact. And we have seen this play out in the workplace. More and more, our 
members are impacted by algorithmic management systems, robo�cs, surveillance and the general 
transfer of human rela�ons to computer systems. 

To foreshadow our conclusions, we have come to understand that there are four different types of 
interven�ons that Congress can, and should, undertake to ensure that AI and other technologies create a 
more equitable society. First, Congress needs to make it easier for workers to provide input in the form 
of collec�vely bargained agreements to mediate the specific issues of implementa�on at specific 
worksites; second, we need governmental regula�on to mediate the problems of bias and discrimina�on 
and to require certain levels of transparency and protec�ons; third, we need Congress to develop 
policies that center the worker experience in the design and development process; and finally, Congress 
should provide resources for labor-management training centers to provide robust digital literacy 
training to adapt to new technology and to provide retraining for those whose jobs are eliminated by AI 
and other technologies.   

How did we come to these conclusions? In 2018, UNITE HERE ini�ated a na�onal technology program 
that includes bargaining, research and worker-centric innova�on in order to get ahead of emerging 
technologies and prepare our members for the future.  

Over the past five years, we have successfully nego�ated new language in contracts covering over half of 
our members. This language requires employers to nego�ate with workers over the implementa�on and 
changes caused by new technology. Because of this language, we have nego�ated over new technologies 
at over one hundred worksites across the country. We do not oppose new technology out of hand; 
instead, our goal has been to ensure technology makes jobs be�er and safer for workers, our members 
are given new job opportuni�es created by new technology, and our members are properly supported 
and trained and not le� behind. As a result of our bargaining, employers have to carefully consider the 
impacts on workflow, job quality and job sa�sfac�on for frontline workers. Achieving this bargaining 
language has not been easy. Right now, almost 4,000 casino workers are on strike in Detroit with one of 
their contract demands rela�ng to the implementa�on of technology. This is not a unique situa�on. As 
we have bargained for technology rights, in several cases, it has required a strike or the threat of a strike 



to achieve this basic right. It should not be this difficult for workers to have a say over the technologies in 
their work lives. 

In our research program, we have partnered with academics from Carnegie Mellon University, New 
Mexico State University, University of Illinois, Michigan State University, Stockton University and Emory 
to be�er understand the impact of certain technologies on our members and to begin to strategize ways 
in which to improve the implementa�on and management of those systems. This partnership was 
awarded a grant from the Na�onal Science Founda�on. We are, to the best of our knowledge, the first 
union to be a co-grantee on an NSF grant.   

The result of both our bargaining and the research is the recogni�on that the impact of AI and 
Algorithmic Management on workers is a func�on of both the decisions made by technology developers 
and the human managers who u�lize it.  

We believe that AI/AM can be useful, but only if used as Algorithmic Guidance rather than Algorithmic 
Management. Algorithmic Management is a series of orders by a machine that a worker has to follow 
while algorithmic guidance makes sugges�ons that workers are free to override or modify based on their 
familiarity with the situa�on, the workflow and knowledge of their own physical strengths and 
limita�ons. 

In these comments, we want to focus on three technologies that impact hospitality workers to illustrate 
our three conclusions. By examining the par�culars, we are able to draw some conclusions that can be 
applied more broadly. 

The first technology is one that impacts hotel housekeepers. It is important to understand the reality of 
the work performed by our members before discussing how technology impacts it. The job of a hotel 
housekeeper has the highest injury rate among hospitality workers. The largely female, people of color 
and immigrant workers push carts weighing several hundred pounds over carpet, make up one to two 
beds per room, scrub bathroom floors and perform other physically challenging work. Because of the 
intense physical nature of the work and the ergonomic challenges of it, anything that causes a speed up 
or that reduces the �me available for a housekeeper to do her work creates a situa�on where, by 
hurrying, she could become injured. It is not unusual for veteran housekeepers to experience chronic 
pain and injuries. 

In pre-AI/AM technology �mes, a housekeeper was given a list of rooms to clean on a clipboard in the 
morning, and she cleaned them in an order that, based on her experience and know-how, balanced the 
needs of the guests, the company, and her physical wellbeing. In recent years, a variety of programs have 
been implemented that algorithmically manage the housekeeper. To be clear, these programs are sold by 
third-party vendors not the hotel companies themselves.  

When given free reign, these programs “manage” a housekeeper’s day in ways that no human would. To 
understand the impact, we asked more than one hundred housekeepers to keep a record of their daily 
work assignments.  In one example, the program directed a housekeeper, in the course of cleaning 11 
rooms (five on one floor and six on another), to alternate between the two floors four �mes and switch 
wings of the floor an addi�onal three �mes.  

This burdensome sequencing of rooms directed by an algorithm is a common complaint among 
housekeepers. The sequencing is not just annoying; it can have significant impacts on the health and 
wellbeing of the housekeeper and the family members that depend on her.  When housekeepers have to 



spend �me traveling between distant rooms, they are more likely to rush. Rushing can lead to injury. 
Even the addi�onal travel pushing a heavy cart can cause wear and tear on their bodies.  

Another hazardous situa�on involves the way the program assigns different types of rooms. There is a 
difference between rooms where the guest checks out (a “check-out”) and a room where the guest 
remains for an addi�onal night (a “stayover”). Stayovers rarely involve full linen changes or deep 
cleaning of the room. Check-outs, by contrast, do require these addi�onal levels of cleaning and are 
much more work and more physically taxing. Housekeepers who can choose their room cleaning 
sequence typically alternate between the two types. This gives housekeepers an opportunity to pace 
their work and helps minimize injuries by allowing them to reduce the strain on over-taxed muscles in 
between check-outs. However, when we asked housekeepers subject to the AI programs to record their 
room assignments, we found cases where the check-outs were frontloaded on the housekeeper’s 
schedule thereby crea�ng an extremely taxing workload.  

These are not pre-ordained outcomes of the so�ware. They are management decisions (or indecisions) 
about how to configure the algorithm that impact the health and wellbeing of the women who provide 
one of the most important services in the hospitality industry. 

Algorithmic management programs are created by so�ware designers and configured by managers and 
reflect the biases and goals of those designers and the managers. The idea that such a program can 
subs�tute for the life experience and situa�onal awareness of the human being doing the actual work is 
a harmful fallacy and is predicated on the idea that all workers are interchangeable cogs. We reject this 
no�on. Every worker brings a unique set of skills, experiences and capabili�es to the job; experienced 
managers focus on ge�ng the most out of each worker’s skills and suppor�ng them in the things that 
are difficult. If the program is le� to its own devices, this sort of algorithmic management dehumanizes 
labor-management rela�ons—trea�ng all workers the same rather than acknowledging their strengths 
and weaknesses.  

We also want to recognize that these types of programs have increased job requirements for 
housekeepers. In the pre-AI/AM technology era, one did not have to be computer literate or even to 
have strong command of wri�en English in order to master the job. The rise of housekeeping 
management programs has meant that housekeepers now need to have a fair degree of comfort with 
technology and, depending on how the so�ware is configured, may need to be able to communicate in 
wri�en English. As you might imagine, this causes a fair bit of anxiety and stress for some workers. 

With that in mind, we believe that there are several important traits that are necessary to ensure that 
the systems support human labor.  

1. Transparency—the system needs to tell the human both the tasks for the shi� AND the ra�onale 
behind any sugges�ons as to how or in what order those tasks should be accomplished.  

2. Guidance instead of mandate—the end user (i.e., the worker) needs to be able to use her 
judgment to decide how to sequence the work. Human situa�onal knowledge will almost always 
result in be�er outcomes.  

3. Regular and ongoing training—while developers usually adver�se that their product is 
“intui�ve,” in our experience, what is “intui�ve” for a so�ware designer rarely is for a front-line 
worker. To get the most out of the program and for workers to not feel addi�onal anxiety and 
stress from the program, they need regular training that take into account their lived experience 
as frontline workers, and regular dialogue about the future development of the technologies 
they use in their work.  



4. Preserva�on of data, access to records and the ability to make correc�ons—these systems 
o�en store massive amounts of data (essen�ally a worker’s en�re work history on a minute-by-
minute basis). For example, a full-�me housekeeper can generate 5,000 cells of data in a month. 
So first, we should not allow uncontrolled surveillance. Records should be kept only so long as 
they are needed and not indefinitely. Addi�onally, it is cri�cal that workers or their chosen 
representa�ves have the ability to review the data that is preserved and correct, interpret or 
dispute anything that is taken out of context, fails to account for other inputs or con�ngencies, 
or represents a threat to worker or public safety and privacy concerns. 

These traits can and should be addressed through collec�ve bargaining. Congress should act to enable 
more workers to join unions by passing the commonsense labor law reforms in the PRO Act. Without a 
union to back them up workers have virtually no say in these cri�cal decisions which impact their work 
lives. Having a union makes it more likely that the implementa�on of these technologies will be more 
collabora�ve. As with many labor issues, the best outcome is one in which the people who know the 
work the best, the workers, have a seat at the table and are empowered to be part of solving the 
problems that directly impact their work lives. 

A second set of technologies are those that are involved in AI-mediated hiring and other HR func�ons. 
We believe that these technologies require more direct governmental regula�on because they are 
broader than or outside the individual worksite. For example, there is extensive literature on racial and 
gender bias in AI connected to hiring. AI could be used (and some�mes is) to predict behavior (union or 
poli�cal affilia�ons) or physical condi�ons (disability, pregnancy, etc.) that could be used by employers—
knowingly or unknowingly—to discriminate against certain groups of workers. Similarly, with the rise of 
big data and the leakage that many apps have, Al systems could be used by employers to run con�nuous 
“life style background checks” in the same way that employers o�en run criminal background checks on 
new hires. Such checks could lead to the use of big data to find workarounds to enable discrimina�on on 
the basis of gender, race, sexual orienta�on, or poli�cal or religious affilia�on. Employers should not be 
able to violate basic laws about discrimina�on because an AI is involved.   

Congress should require that any technology that plays a part in the collec�on or analysis of data 
concerning hiring, evalua�on and/or termina�on of workers be cer�fied by a government regulatory 
agency to comply with all civil rights and equal employment laws, and that the final decision in all of 
those cases is in the hands of a human being. 

Our final type of technology is one involving gig staffing of hospitality work. We believe it is a good 
example of the benefits that can come from centering workers in the design and development process. 
For the past several years, we have been working with a technology company called Goodwrx. Goodwrx 
aims to be a last-mile solu�on for hospitality staffing. It is a gig model with workers at the center of the 
model. For example, in Las Vegas through Goodwrx, employers can recruit temporary employees when 
they have exhausted their normal op�ons. Goodwrx uses AI to match available workers with appropriate 
jobs. By offering these shi�s with union wages and benefits, workers who don’t have a full 40-hour 
schedule can pick up addi�onal hours to put food on the table and to work enough hours to qualify for 
health insurance. The employers benefit because Goodwrx recruits from experienced hospitality 
workers, so they have extensive experience and skills and are ready to provide first-rate service as soon 
as they start. The tech puts the decisions about when and where to work in the hands of the user; it 
doesn’t force them to accept jobs, and it uses good compensa�on to mo�vate workers to pick up 
addi�onal shi�s.   



While Goodwrx deals with hiring, the same principle—making sure the worker is at the center of the 
technological innova�on—should apply to all tech. Such a shi� would mean crea�ng technology that 
helps workers to do their jobs be�er, safer and more efficiently rather than replacing, deskilling or 
micromanaging them. In hotel housekeeping it might mean the crea�on of affordable self-propelled 
carts or technology to li� a ma�ress to enable housekeepers to make beds with less chance of injury.  

One of the reasons that workers’ voices are largely unheard in technology development within the 
hospitality industry is that the systems are largely designed by third-party companies, and they are 
meant to be sold to companies that are concerned about the bo�om line. This means that the end user 
(the worker) experience of the program is only taken into account insofar as it helps to sell the product. 

We need Congress to develop policies that lead to worker-centric design and development of 
technologies.   

Before closing, we would be remiss if we didn’t discuss the types of training that workers need in order 
to prepare to use these technologies. Through our work with our NSF team, we have come to realize that 
workers in the hospitality sector come with a wide range of tech skills. Some are digital na�ves and have 
no trouble naviga�ng fairly complicated so�ware. Others struggle with the so�ware and even if they 
have to switch between Apple and Android devices. While almost every technology is billed as “intui�ve” 
anyone who has ever navigated a program knows that what is “intui�ve” for the programmer who 
designed it, is not necessarily “intui�ve” for the person using it for the first �me.  

Like many unions, UNITE HERE has, in partnership with our employers, labor-management training 
centers all over the country, and those centers have begun to include digital literacy in the programs. 
Labor-management training centers are the ideal places to provide this sort of training because the 
centers can offer hands-on training with the types of technologies that workers will see, and with 
trainers who are experienced with the popula�on and their needs. Hospitality is o�en an entry point for 
new immigrants to the United States and our members speak a wide variety of languages. The labor-
management training centers are already prepared to meet workers where they are and educate them. 

It isn’t simply the workers who need addi�onal training. Managers in hospitality were rarely chosen 
because of their digital sophis�ca�on. Ideally, they are people who understand customer service and 
how to organize and run departments. When called upon to use so�ware that manages or directs 
employees, they can also struggle to use it well. 

Congress should provide funding to labor-management training centers to prepare workers for the 
technology that is here, the technologies that will come in the future, and to retrain workers who lose 
their jobs to AI or other technologies for other jobs within their own industry.   

In summary, we see four roles for Congress in regula�ng AI and technology. First, because the 
implementa�on of technology in a par�cular company is so specific, Congress should take steps to 
enable more workers to have the ability to collec�vely bargain over technology by passing the PRO Act. 
Second, Congress must take steps to ensure that AI and other technologies that are used in the 
workplace do not perpetuate or exacerbate discrimina�on. Along with this, management and ul�mate 
decision-making needs to remain firmly within human hands. Third, Congress should develop policies 
that lead to technologies being designed and developed that center the end user (the worker) in the 
process. Finally, Congress should provide funding to labor-management training centers to train workers 
on digital literacy and to retrain them in the event their jobs are eliminated. 

Thank you for this opportunity to share our thoughts based on our experience and research. 


